ABSTRACT

In legal scholarship, court judgments are pivotal in shaping jurisprudence. Situated within the field of digital humanities as it applies to legal texts, this article takes a closer look at the underlying themes in Supreme Court judgments by applying topic modelling to the judgments delivered by the Supreme Court of Sri Lanka (LKSC) and the United Kingdom Supreme Court (UKSC). Using two custom datasets curated by (web) scraping the respective LKSC and UKSC websites, this article employs Latent Dirichlet Allocation (LDA) with the Machine Learning for Language Toolkit (MALLET), a commonly used tool for topic modelling by digital humanists, to identify topics (themes) that represent the main areas of law in each jurisdiction primarily dealt with by the respective courts. 25 was selected as the number of topics after experimentation, and the topics identified in each jurisdiction were manually labelled. The results reveal the composition and evolution of judicial workloads, the shifting socio-political priorities in each jurisdiction, as well as the similarities and differences between the two courts. The findings have several implications for legal research and practice. These suggest that topic modelling can be used as a tool to organize and categorize judgments based on their themes, which can facilitate access and retrieval of relevant cases, and identify priority areas for judicial and legal training. They also challenge conventional legal taxonomies and classifications, and demonstrate the potential of computational methods for enhancing the understanding and analysis of law.
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Introduction

“Words are perhaps more important in law than in any other discipline”

L.J.M. Cooray (1975, p. 533)

Language plays an undeniably significant role in judicial discourse. Much of judicial practice consists entirely of both oral and written language, from hearing evidence to writing judgments. Unsurprisingly, therefore, text corpora constitute the majority of legal corpora (Goźdź-Roszkowski, 2021) including corpora comprised of judgments. Such corpora can provide insight into judicial discourse in numerous ways. Situated within the field of digital humanities as it applies to legal texts, this article utilizes text mining and analytics to explore judicial discourse by topic modelling judgments delivered by the Supreme Courts of Sri Lanka and the United Kingdom. It explores how the respective judicial workloads are constructed in terms of the subject matter the court deals with, and how this workload has evolved (if at all) over time. The article further explores how topic modelling operates in relation to court judgments, specifically, how changing hyperparameters of the topic models (namely, number of topics) affects its output.

Topic modelling is an unsupervised machine learning method that aids in the discovery of topics contained in a selection of documents. It produces a “set of co-occurring words” that has the highest probability of occurring together in a given corpus which can be characterized as “topics” (Murakami et al., 2017, p. 243). For example, consider a corpus of research papers on sustainability. A topic modelling algorithm might find sets of co-occurring words such as “carbon”, “greenhouse”, “emissions”, “geoengineering”, and “pollutants” which highlights the presence of a theme in the corpus relating to climate change or climate science. This has led to topic modelling being described as “an attempt to inject semantic meaning into vocabulary” (Graham et al., 2012, para. 5) to uncover “evidence already in the text” (Brett, 2012, para. 23), and a form of “distant reading” (a term coined by Moretti (2000, 2013)), “in the most pure sense: focused on corpora and not individual texts” (Meeks & Weingart, 2012, para. 1). While there are several algorithms and tools, this article adopts the Latent Dirichlet Allocation (LDA) algorithm. LDA, developed by Blei et al. (2003), is built upon Latent Semantic Analysis (LSA). While LSA groups documents by “semantic structures” in texts (Deerwester et al., 1990), LDA assumes that the words are drawn from an underlying (latent) topic (Blei et al., 2003), and has been used by scholars to explore various corpora from political agendas in Senate press releases (Grimmer, 2010), and academic discourse (Murakami et al., 2017), to policy analysis (DiMaggio et al., 2013) and twitter messages during the COVID-19 pandemic (Perera et al., 2022).

Topic modelling is also increasingly utilized in literary studies and digital humanities as well. Meeks and Weingart (2012) observe that introductions to topic
modelling for (digital) humanists have increased in frequency since 2010. Indeed, the ability to conduct computational analysis of a large number of texts has the potential to shed light on patterns undiscernible through the close reading of an individual text. In this vein, Jockers and Mimno (2013) utilized topic modelling to extract themes (topics) from a corpus of 19th century literature comprised of 3200 British and American novels while Falk (2016) sought to combine both close reading and distant reading by topic modelling Amelia Opie’s Adeline Mowbray. Similarly, Meeks (2011) used topic modelling as a tool to identify a definition of digital humanities from a corpus comprising of blogs and articles. Such work demonstrates the ability to explore topics that emerge in any text corpora, and open the possibilities for extending topic modelling to the legal domain.

While topic modelling has been deployed in numerous domains, exploration of its utility in law is ongoing with a few instances of topic modelling in similar settings existing in a few jurisdictions. For example, Carter et al. (2016) uses topic modelling to analyze 7476 judgments of the High Court of Australia (1903-2015) in an effort to examine the workload of the court. This appears to be the first instance topic modelling was applied to legal textual corpora. More recently, topic modelling has been deployed to analyze Brazilian and Czech Supreme Court judgments (Luz De Araujo & De Campos, 2020; Novotná et al., 2020). However, no such approach has been adopted towards the judgments delivered by the Sri Lankan Supreme Court, apart from using it as a tool in preliminary exploratory data analysis1. In the context of the United Kingdom, Izzidien et al. (2022) has examined the topics that arise in contract related judgments delivered by courts from 1709 to 2021. However, this is a general paper that does not focus solely on the Supreme Court, and further focuses only on contract related judgments2. Topic modelling, therefore, has so far been used on legal data in limited ways in Sri Lanka and the United Kingdom. Its use in other domains indicate that it can prove to be insightful in understanding how judicial discourse and workloads are constituted in these two jurisdictions.

**Methodology**

**Dataset creation and pre-processing**

Topic modelling has the potential to provide insight into judicial decision-making by uncovering broad thematic outlines of the contents of judgments. The respective Supreme Courts are selected (as opposed to lower court judgments) for two primary reasons. First, they are the highest courts in the judicial hierarchies
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2 It is also a pre-print and has not been peer-reviewed at the time of writing.
in both jurisdictions. Since 2009, the UKSC is the final court of appeal in all civil matters in the UK, and for criminal matters in England, Wales, and Northern Ireland (Cowie, 2022). Similarly, the LKSC is the highest and final superior court in Sri Lanka and exercises final appellate and consultative jurisdiction in addition to jurisdiction in respect of constitutional, fundamental rights, electoral, and breach of parliamentary privilege matters (see Article 118, Constitution of Sri Lanka). Second, the UK legal system through colonization has also influenced the content and structure of the Sri Lankan judicial system (Cooray, 1975). Its influence is quite prominent in the domains of criminal, and administrative law, as well as the laws of procedure and evidence (Cooray, 1976). It also continues through the Civil Law Ordinance which provides that, in the absence of Sri Lankan legislation on the matter, English law applies in maritime and commercial matters in Sri Lanka3. Further, Therefore, a comparative examination of topic modelling of judgments from the two jurisdictions has the potential to provide insight into its respective judicial workloads.

However, in order to deploy topic modelling, it is necessary to have datasets (or corpora) of the judgments delivered by each Court in each jurisdiction. There are a number of publicly available datasets of judgments from various jurisdiction (for example, the SCOTUS dataset compiled by Alali et al. (2021), the Supreme Court of Nigeria Dataset compiled by Balogun et al. (2023), and the European Court of Human Rights dataset under the ECHR-OD dataset compiled by Quemy (2018)). However, at present, there are no publicly available datasets comprising the Supreme Court judgments in either Sri Lanka4 or the United Kingdom.

Therefore, two collections of texts constituting judgments delivered by the Supreme Courts of each jurisdiction, were curated by scraping the respective websites of each court. The Supreme Court of Sri Lanka (LKSC) Dataset contains 933 judgments delivered by the LKSC and uploaded to the LKSC website from 2013-2020. The United Kingdom Supreme Court (UKSC) Dataset contains judgments delivered from 2009-2022. In total, 892 judgments were downloaded5. The respective datasets were then subject to text pre-processing.

3 Sections 2, 3, and 4, Civil Law Ordinance, Sri Lanka. The Ordinance was adopted to “Introduce into Sri Lanka the law of England in certain cases, and to restrict the operation of the Kandyan law.” Available at: https://www.lawnet.gov.lk/introduction-of-law-of-england-4/.
4 There is a commendable ongoing effort to compile a similar dataset comprised of the judgments of the apex courts in Sri Lanka. This dataset is yet to be made public. For more information, see Hoole, E., Halliday, A., & Kumaraguru, Y. (2023). Empirical study of Sri Lanka’s apex courts: taking the first step with dataset collection and exploratory analysis. Computational Analysis of Apex Courts (Workshop), International Conference on Artificial Intelligence and Law (ICAIL).
5 Important: though 1031 cases are listed on the UKSC website, only 892 judgments were available to be downloaded. This is partially due to connected cases being consolidated, and being disposed of with one judgment.
In order to prepare the datasets for topic modelling with MALLET, the text in each dataset must be represented in a manner that is comprehensible to the computer. First, as both datasets were in PDF format, and MALLET requires texts to be in .csv or .txt format, both datasets were converted to .txt using a custom written code. Next, numbers and punctuation were removed as these non-alpha numeric characters would distort the results of the topic model. Further, stop-words (e.g., “a”, “also”, “at”) which are common function words were removed as these words provide little important information to the topic model.

**Topic modelling with MALLET**

“In digital humanities research we use tools, make tools, and theorize tools not because we are all information scientists, but because tools are the formal instantiation of methods. That is why MALLET often stands in for topic modelling and topic modelling often stands in for the digital humanities.”

Meeks and Weingart (2012, para. 20)

This article utilizes Machine Learning for Language Toolkit (MALLET), developed by Andrew McCallum and a team of collaborators at University of Massachusetts Amherst for topic modelling. To develop its topic models, MALLET applies Gibbs sampling, a statistical method that efficiently generates a sample distribution (Graham et al., 2012). MALLET is considered to be one of two popular tools for topic modelling among humanists (Brett, 2012; Meeks & Weingart, 2012). The other tool is Paper Machines developed by Jo Guldi and Chris Johnson-Roberson. While Paper Machines actually uses MALLET to deploy LDA topic modelling, as of May 2017, it is no longer maintained. Meeks and Weingart (2012) argue that scholars can certainly use MALLET uncritically as a tool of natural language processing (NLP) and accept its results, but further, view the results critically with a focus on what it obscures as much as it reveals. This insightful observation highlights the potential MALLET has for humanists who may use it to derive themes in a given corpus, but also approach its results as well as the process, critically.

MALLET is argued to be a very useful tool for humanists which can, however,
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6 The (python) code to deploy the topic models using Mallet and the time series analysis was adapted from Melanie Walsh’s *Introduction to Cultural Analytics & Python*. This is an open source project available at https://melaniewalsh.github.io/Intro-Cultural-Analytics/08-Topic-Modeling-Text-Files.html and https://melaniewalsh.github.io/Intro-Cultural-Analytics/05-Text-Analysis/11-Topic-Modeling-Time-Series.html respectively. The code also relies on the little_mallet_wrapper developed by Maria Antoniak.

7 The full (python) code deploying the topic models and the time series analysis in this article is available at https://github.com/Sandaniy/Papers.

be difficult for humanists to deploy. Graham and Milligan (2013) observes that, for example, installing MALLET requires “tacit knowledge for computer scientists” which can be “completely opaque for humanists” (para. 7). MALLET is usually deployed using the command line, a user interface that may not be familiar for humanists. Further, MALLET requires installation of the Java Developer’s Kit, and on a Windows device, MALLET must be unzipped only in the C: drive. An environment variable must also be specified to indicate to the computer where it is located.

Additionally, while MALLET can be run also on Jupyter Notebooks in addition to the command line, in order to do so, the path to the unzipped MALLET folder on the device must be specified. However, when MALLET was deployed following these steps, the model generated only the training text and not the topic keys or distributions. To resolve this, the source folder, in addition to the (bin) path was defined. UTF-8 compatibility issues also proved to be a challenge for MALLET. Even though the files were converted to .txt format with UTF-8, when uploaded to a Pandas DataFrame in python for text cleaning and manipulation, alien characters were present. These characters could not be processed by MALLET. Therefore, the texts were further processed by converting to ASCII encoding, and discarding the incompatible characters. Therefore, debugging some of these issues may require technical familiarity, and for a novice user, sustained effort.

Ethical considerations

Court judgments are generally public. In the United Kingdom, court judgments are considered “court records” as defined by the First Schedule of the Public Records Act 1958 and are considered public records. In Sri Lanka, Article 106(1) of the Constitution of Sri Lanka guarantees the right of the public to attend court sittings. In both jurisdictions, the judgments are publicly available via the Supreme Court websites, and are generally used as public legal jurisprudence. They also do not come within personal data categories.

Further consideration is necessary in terms of the legality of web scraping. At present, the laws on web scraping are globally sparse. Though sparse, the decision
of the US Court of Appeals protecting the scraping of public data (see hiQ Labs, Inc v. LinkedIn Corp), while not applicable in the UK or Sri Lanka, provides some direction on how legal systems may approach web scraping at present. It should be noted, however, that the law regarding this domain is subject to rapid change and development with the deployment of generative artificial intelligence (AI) in the last year. In PM v. OpenAI (2023), a class action lawsuit was filed against OpenAI and Microsoft on the basis that its popular generative AI programs, ChatGPT and DALL-E used private information including personally identifiable information, which were scraped illegally and without adequate permission, as data to train the models. This was closely followed by J.L v. Alphabet Inc (2023) where a lawsuit was filed against Google, Google DeepMind, and Alphabet alleging copyright violation through unauthorized web scraping. Both these cases were filed in San Fransico in June and July 2023. The outcome of these cases could have significant implications for the use of web scraping as a tool to gather information, and the governance of such data.

**Limitations**

It is important to note that the respective corpora represent only a component of the judicial workload. For example, the LKSC also provide judicial opinions to the Parliament on upcoming bills, issue numerous orders and injunctions etc. which are not reflected in corpora comprised of judgments. Further, the size of the corpus, in comparison to other corpora which has topic modelling deployed, is quite small. Large corpora is generally preferred as topic modelling is built for large collections of texts and Brett (2012) recommends texts “at least in the hundreds” (para. 9). In the present article, there are 892 UKSC judgments and 933 LKSC judgments, and it is noted that this limitation is attributable to the nature of the data because it is limited to the digitized judgments presently available. The article also opts not to remove domain-specific (technical) stop-words which may impact interpretability of the topics.

**The Topic models**

**No. of Topics**

A hyperparameter (an adjustable parameter in machine learning algorithms) in LDA is the number of topics the model should identify in the corpus i.e., if the number of topics is given as 10, the topic model will generate 10 topics. However, the suitable number of topics is generally unknown (Yau et al., 2014): a very small number may generate topics that are too broad to be meaningful, while a large
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14 For example, in *Mining the Dispatch*, Nelson utilised a corpus of 112,000 documents.
number may break down themes so much that it becomes meaningless (Sbalchiero & Eder, 2020). Therefore, selecting an appropriate number of topics remain one of the challenges of topic modelling (Weston et al., 2023), and the choice to select a specific number remains a “qualitative task” (Suominen & Toivanen, 2016, p. 2475). One of the approaches to identify the suitable number of topics has been, therefore, trial-and-error. Yau et al. (2014), for example, tested a range of topics and chose 50 as it was more manageable while Carter et al. (2016) produced models with 10, 15, 20, 50, and 100 topics, and selected 10 and 50. Similarly, Suominen and Toivanen (2016) selected 60 topics after trial-and-error. Following these practices, for this article, the models were trained for 5, 10, 25, 50, and 100 topics to explore how the model clusters words as you increase the number of topics. Admittedly, the selection of the “best” no. of topics is a subjective exercise, and it was observed that both 25 and 50 provided greater granularity in the topics identified while remaining interpretable. Therefore, 25 topics were selected for both the datasets prioritizing interpretability and ease, and the topic models retrained on each dataset.

**Manually labelling Topics**

While Mallet produces a given number of topics and the words that have the highest probability of occurring together, it does not label the topic. Therefore, a label was manually assigned to each topic. While some topics were easier to label (e.g., arbitration), others were generic as it referred to generic terms that recur in judgments (e.g., “petitioner”, “respondent”, “authority”, “said”, “filed”, “may”). Further, some topics were mixed (e.g., “procedure”, “section”, “civil”, “disciplinary”). Where identifiable, the topics were labelled in relation to a specific area (or sub-area) or law, and as generic if generic terms were present in the topic model.

**Results and discussion**

**Overview of judicial workload**

The LKSC delivered 933 judgments during 2013-2020 with the highest number of judgments delivered in 2017, and the lowest in 2013. The UKSC delivered 892 judgments during 2009-2022 with the highest number of judgments delivered in 2017, and the lowest in 2009. Coincidentally, both courts delivered the highest number of judgments in 2017.
Since 2017, there has been a general decline in the no. of judgments delivered in both jurisdictions. Unsurprisingly, both jurisdictions delivered comparatively fewer judgments in 2020: the UKSC delivered only 43 judgments while the LKSC delivered 92 judgments, presumably due to challenges precipitated by COVID-19.

Even though the number of judgments is similar, on average, as seen in Table 1, UKSC judgments tend to be 4 times longer than the LKSC judgments. This significant difference in length is also reflected in the vocabulary size as well where the UKSC vocabulary is 35% larger than the LKSC vocabulary.
Table 1. Summary statistics of the datasets

<table>
<thead>
<tr>
<th>Court</th>
<th>No. of Judgments</th>
<th>Mean No. of Words per Judgment</th>
<th>Vocabulary Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>LKSC</td>
<td>933</td>
<td>1659.5</td>
<td>50409</td>
</tr>
<tr>
<td>UKSC</td>
<td>892</td>
<td>7000.8</td>
<td>78293</td>
</tr>
</tbody>
</table>

**Impact of number of topics**

As the number of topics increased, there was increased granularity in topic identification. In the initial 5-topic model, topics were difficult to delineate except for Topic 3 (UKSC) which included matters of international and regional law. The remaining topics were either composed of general vocabulary relating to judicial proceedings (“evidence”, “case”, “action”) and parties (“appellant”, “respondent”, “defendant”), or collated several areas of law (e.g., company, constitutional, land) and provided little insight into the judicial workload.
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*Figure 5. UKSC 5-topic model: Topics*
However, a majority of topics developed greater specificity as they increased. In the 10-topic models, more distinct topics (e.g., related to criminal, employment, land law etc.) are identified in both datasets.

Topic 2

Figure 7. LKSC 10-topic model: Topic 2 [“Land law”]

Topic 5

Figure 8. UKSC 10-topic model: Topic 5 [“Criminal law”]
Single topics in the 5-Topic models were also split into two (e.g., international law divided into international and EU law, and domestic Parliamentary concerns in the UKSC dataset):

Topic 0


Topic 2


Figure 9. UKSC 10-topic model:
Topic 0 [“Domestic Parliamentary Affairs including devolution”] and Topic 2 [“International law”]

This increasing granularity was present in the 25-topic and 50 topic models as well which in turn aided identification of sub-areas in specific area of law, and the identification of key areas that emerge in a specific area of law. For example, Topic 1 (25-topic model-LKSC) relating to land featured “possession”, “rent”, “permit”, and “occupation” which provide insight into key legal questions that recur in land law.
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Figure 10. LKSC 25-topic model: Topic 1 [“Land law”]
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Figure 11. UKSC 25-topic model: Topic 4 [“Maritime - Shipping law”]

However, in the 100-topic mode, the outputs differ. The UKSC outputs provided even greater specificity: in Topic 41, key legal principles in arbitration from party autonomy (“choice”), “seat” of arbitration, to the final “award” and its “enforcement” were identifiable.
In the LKSC model, increased specificity pushes beyond identifiable areas (and sub-areas) of law. For example, Topics 0 and 2 are highly generic while Topic 10 (quite interestingly) contains words that are mostly place names. It appears, therefore, that MALLET is able, to an extent, understand words in context and identify place names.
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Examination of judicial workloads: 25-Topic models

Having selected the 25-Topic model for both jurisdictions for reasons of interpretability and ease as discussed above, the topics were manually labelled as seen in Tables 2 (LKSC) and Table 3 (UKSC) below.

Table 2. LKSC 25-Topic model with top words and (manual) labels

<table>
<thead>
<tr>
<th>No.</th>
<th>Top Words of each Topic</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topic 0</td>
<td>['petitioner', 'respondent', 'marked', 'letter', 'officer', 'dated', 'respondents', 'inquiry', 'authority', 'disciplinary', 'report', 'made', 'colombo', 'said', 'charge', 'general', 'decision', 'submitted', 'documents', 'issued']</td>
<td>Generic; Administrative</td>
</tr>
<tr>
<td>Topic 1</td>
<td>['vehicle', 'agreement', 'arbitration', 'award', 'lease', 'section', 'party', 'policy', 'insurance', 'arbitral', 'person', 'said', 'parties', 'owner', 'jurisdiction', 'act', 'clause', 'tribunal', 'motor', 'driver']</td>
<td>Arbitration</td>
</tr>
<tr>
<td>Topic 2</td>
<td>['act', 'section', 'appeal', 'said', 'land', 'order', 'provisions', 'state', 'law', 'made', 'council', 'commissioner', 'ordinance', 'application', 'shall', 'minister', 'gazette', 'respondent', 'court', 'authority']</td>
<td>Administrative</td>
</tr>
<tr>
<td>Topic 3</td>
<td>['may', 'also', 'whether', 'section', 'made', 'would', 'must', 'upon', 'thus', 'stated', 'circumstances', 'law', 'case', 'view', 'foresaid', 'however', 'set', 'issue', 'regard', 'act']</td>
<td>Generic</td>
</tr>
<tr>
<td>Topic 4</td>
<td>['respondent', 'contract', 'documents', 'colombo', 'tender', 'lanka', 'electricity', 'loss', 'company', 'sri', 'goods', 'damages', 'customs', 'duty', 'board', 'marked', 'letter', 'procurement', 'bid', 'ltd']</td>
<td>Contract; Administrative; Customs</td>
</tr>
<tr>
<td>Topic 5</td>
<td>['marks', 'petitioner', 'school', 'petitioners', 'said', 'education', 'circular', 'admission', 'application', 'children', 'college', 'child', 'board', 'vidyalaya', 'interview', 'clause', 'residence', 'respondent', 'grade', 'schools']</td>
<td>Constitutional; Fundamental Rights</td>
</tr>
<tr>
<td>Topic 6</td>
<td>['labour', 'tribunal', 'applicant', 'employer', 'employee', 'order', 'workman', 'employment', 'termination', 'industrial', 'employees', 'compensation', 'services', 'president', 'respondent', 'evidence', 'act', 'application', 'company', 'disputes']</td>
<td>Labor</td>
</tr>
<tr>
<td>Topic 7</td>
<td>['board', 'company', 'act', 'property', 'injunction', 'interim', 'conciliation', 'respondent', 'trade', 'name', 'work', 'order', 'rights', 'settlement', 'directors', 'word', 'section', 'high', 'colombo', 'companies']</td>
<td>Company</td>
</tr>
<tr>
<td>Topic 8</td>
<td>['plaintiff', 'defendant', 'district', 'action', 'court', 'case', 'evidence', 'trial', 'defendants', 'judge', 'civil', 'plaint', 'plaintiffs', 'judgment', 'high', 'learned', 'parties', 'substituted', 'filed', 'appeal']</td>
<td>Generic</td>
</tr>
<tr>
<td>Topic 9</td>
<td>['land', 'premises', 'possession', 'property', 'title', 'owner', 'rent', 'permit', 'tenant', 'section', 'person', 'said', 'ordinance', 'house', 'occupation', 'act', 'father', 'respondent', 'entitled', 'action']</td>
<td>Land</td>
</tr>
<tr>
<td>Topic 10</td>
<td>['court', 'appeal', 'order', 'application', 'section', 'procedure', 'petitioner', 'respondent', 'supreme', 'made', 'filed', 'case', 'leave', 'act', 'high', 'civil', 'code', 'law', 'petition', 'shall']</td>
<td>Generic; Civil procedure</td>
</tr>
<tr>
<td>Topic 11</td>
<td>['bank', 'said', 'sum', 'debt', 'letter', 'action', 'agreement', 'money', 'account', 'payment', 'loan', 'company', 'pay', 'guarantee', 'due', 'demand', 'commercial', 'marked', 'ltd', 'amount']</td>
<td>Contract; Banking; Commercial</td>
</tr>
</tbody>
</table>
Table 3. UKSC 25-Topic model with top words and (manual) labels

<table>
<thead>
<tr>
<th>No.</th>
<th>Top Words</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topic 0</td>
<td>['duty', 'loss', 'liability', 'damage', 'care', 'vessel', 'lord', 'negligence', 'liable', 'caused', 'ltd', 'tort', 'cause', 'appeal', 'act', 'policy', 'breach', 'owners', 'risk', 'law']</td>
<td>Shipping; Tort</td>
</tr>
<tr>
<td>Topic</td>
<td>Words</td>
<td>Category</td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>----------</td>
</tr>
<tr>
<td>1</td>
<td>['public', 'article', 'rights', 'information', 'para', 'life', 'person', 'right', 'private', 'interference', 'data', 'protection', 'treatment', 'interest', 'convention', 'human', 'health', 'patient', 'court', 'relevant']</td>
<td>Human Rights</td>
</tr>
<tr>
<td>2</td>
<td>['detention', 'court', 'article', 'sentence', 'extradition', 'decision', 'state', 'secretary', 'release', 'arrest', 'warrant', 'judicial', 'period', 'authority', 'case', 'board', 'prison', 'detained', 'person', 'prisoners']</td>
<td>Immigration</td>
</tr>
<tr>
<td>3</td>
<td>['secretary', 'state', 'appeal', 'immigration', 'rules', 'decision', 'asylum', 'leave', 'home', 'application', 'tribunal', 'country', 'rule', 'person', 'united', 'appellant', 'remain', 'department', 'applicant', 'kingdom']</td>
<td>Immigration</td>
</tr>
<tr>
<td>4</td>
<td>['section', 'act', 'parliament', 'order', 'provision', 'provisions', 'law', 'power', 'legislation', 'effect', 'part', 'statutory', 'made', 'within', 'subsection', 'scotland', 'scottish', 'would', 'sections', 'page']</td>
<td>Constitutional [Legislative power]</td>
</tr>
<tr>
<td>5</td>
<td>['discrimination', 'regulations', 'act', 'treatment', 'benefits', 'jewish', 'grounds', 'asbestos', 'sex', 'religious', 'benefit', 'policy', 'persons', 'appeal', 'section', 'pension', 'social', 'status', 'group', 'women']</td>
<td>Human Rights</td>
</tr>
<tr>
<td>6</td>
<td>['company', 'trust', 'creditors', 'directors', 'duty', 'insolvency', 'trustee', 'rule', 'assets', 'liability', 'companies', 'trustees', 'interests', ' ltd', 'companys', 'director', 'debt', 'liquidation', 'act', 'law']</td>
<td>Company</td>
</tr>
<tr>
<td>7</td>
<td>['planning', 'development', 'permission', 'authority', 'plan', 'decision', 'local', 'secretary', 'council', 'site', 'public', 'application', 'state', 'policy', 'scheme', 'relevant', 'appeal', 'report', 'proposed', 'page']</td>
<td>Administrative</td>
</tr>
<tr>
<td>8</td>
<td>['criminal', 'court', 'section', 'offence', 'appeal', 'defendant', 'evidence', 'conviction', 'trial', 'offences', 'justice', 'order', 'convicted', 'confiscation', 'prosecution', 'crime', 'article', 'lord', 'person', 'conduct']</td>
<td>Criminal</td>
</tr>
<tr>
<td>11</td>
<td>['would', 'case', 'lord', 'para', 'court', 'whether', 'one', 'could', 'may', 'question', 'law', 'page', 'said', 'view', 'first', 'must', 'however', 'made', 'also', 'see']</td>
<td>[Generic]</td>
</tr>
<tr>
<td>13</td>
<td>['state', 'international', 'united', 'convention', 'law', 'article', 'states', 'foreign', 'immunity', 'kingdom', 'jurisdiction', 'court', 'government', 'act', 'acts', 'within', 'armed', 'forces', 'authority', 'rights']</td>
<td>International</td>
</tr>
<tr>
<td>15</td>
<td>['would', 'lord', 'case', 'said', 'tion', 'court', 'must', 'para', 'may', 'one', 'question', 'fact', 'whether', 'could', 'issue', 'way', 'page', 'cases', 'right', 'first']</td>
<td>[Generic]</td>
</tr>
<tr>
<td>16</td>
<td>['land', 'right', 'use', 'public', 'rights', 'act', 'property', 'owner', 'appeal', 'registration', 'statutory', 'value', 'authority', 'grant', 'council', 'lord', 'compensation', 'water', 'purposes', 'part']</td>
<td>Land; Administrative, Human rights</td>
</tr>
</tbody>
</table>
Based on the 25-Topic model, the UKSC workload comprises 18 primary areas of law, namely, property, contract, intellectual property, insurance, immigration, international, customs, tax, family, human rights, devolution, criminal, tort, administrative, labor, EU, and company law. It also includes tangential areas of law such as damages and enforcement of arbitral awards.
MALLET also provides the possibility of examining which topics a specific judgment would fall into as seen in the heatmap in Fig.14. Here, the model predicts that uksc-2021-0008-judgment ([2021] UKSC 53) has a higher probability of belonging to Topic 24 while uksc-2009-0143-judgment ([2009] UKSC 2) has the highest probability of belonging to Topics 6 and 22.

For greater insight into the judicial workload in a specific area, topic modelling can be used to identify which judgments are most significant in a selected topic. For example, uksc-2018-0080-judgment ([2018] UKSC 64)\textsuperscript{15}, uksc-2021-0079-judgment ([2021] UKSC 42)\textsuperscript{16}, and uksc-2009-0127-judgment ([2010] UKSC 10)\textsuperscript{17} have more than 70% probability (amongst others) of belonging to Topic 16 (devolution).\textsuperscript{18} Indeed, each judgment relates to the devolution of power to Scotland. A qualitative analysis of these judgments can provide insight into the nuanced dimensions arising in matters of devolution, from the legislative competence of the Scottish Parliament and the UK Parliament, the Scottish Parliament’s ability to legislate for continuity of laws which are subject to EU law after the UK withdraws from the EU, to the legality of holding a referendum on Scottish independence.

The LKSC workload primarily relates to 10 areas of law: land, constitutional, labor, family, company, criminal, intellectual property, environmental, contract, and administrative law. Administrative law featured in three primary forms: inquiries (including disciplinary matters), state school admissions, and the establishment of a private medical university. This division of administrative law is quite insightful as they are not strict areas of law, but are domains that seemingly recur in the LKSC judicial workload. For example, the admission of children to state schools appears also as a distinct topic in a 10-Topic model indicating how pervasive these applications are in the LKSC’s workload.

In the heatmap in Fig.15, the model predicts that 2014_sc_appeal_143_2013 is most probable to belong to Topics 17 and 23 while 2017_sc_appeal_162_2012 as belonging to Topic 14.

\textsuperscript{15} Relates to the “UK Withdrawal from the European Union (Legal Continuity) (Scotland) Bill.”

\textsuperscript{16} Relates to two bills: the United Nations Convention on the Rights of the Child (Incorporation) (Scotland) Bill and the European Charter of Local Self-Government (Incorporation) (Scotland) Bill; considers whether the Scottish Parliament has the legislative competence to make specific laws.

\textsuperscript{17} Relates to the distinction of powers between the Scottish and UK Parliaments.

\textsuperscript{18} Note. this should not be understood as topics being mutually exclusive. Rather, topics are often overlapping labels. It is more than likely that a judgment will belong to more than one topic given the nature of legal and judicial reasoning.
Evolution of judicial workloads over time

A time series analysis provides insight into how specific topics have been decided by the courts over time. In the LKSC, for example, Topic 16 which includes constitutional and electoral matters, demonstrate a general decline from 2014 onwards (see Fig. 16), while Topic 19, which involves judgments relating to university education, have increased (see Fig. 17). This reflects how the South Asian Institute of Technology and Management (SAITM) private university was the subject of increasing review by various stakeholders from around 2017. From the question of whether SAITM was a “Degree Awarding Institute” recognised under the Universities Act No. 16 of 1978, to the provisional registration of MBBS graduates of SAITM as medical practitioners under the Medical Ordinance, various legal and administrative questions were raised before the Supreme Court until 2019 when the LKSC directed that the petitioners be provisionally registered as medical practitioners (see S.C. F.R. Application No. 54/2019). This was followed by several applications from foreign MBBS graduates on related questions of eligibility to sit for the Examination for Registration to Practice Medicine (see S.C.F.R. Applications No. 399/2019, 145/2019, 149/2019). Further, an examination of the judgments with the highest probability of containing Topic 19 revealed that 80% of the top 10 judgments relating to university medical education were fundamental rights applications, indicating that the issue demonstrates a strong human rights dimension.
Patterns of decision-making in the UKSC show that judgments relating to devolution (Topic 4) as well as judgments relating to the European Union (Topic 24) have been increasing over the last 2 years. A closer examination shows that several recent judgments (delivered in 2021-2023) relate to questions of devolution, and the withdrawal of the UK from the European Union (“Brexit”). While the UK formally exited the European Union in January 2020, questions regarding the impact of the formal Withdrawal Agreement on devolved powers were referred to the UKSC (see [2023] UKSC 5). Other questions regarding devolution include whether specific Bills would be within the legislative competence of the Scottish Parliament or the Northern Ireland Assembly (see [2021] UKSC 42), [2022] UKSC 32), and whether the Scottish Parliament can legislate to hold a referendum on Scottish independence (see [2022] UKSC 31). Whether a second referendum on Scottish independence could or should be held has been a question that has been gaining traction over the last few years (Torrance, 2023). This not only demonstrates the shifting patterns of the judicial workload, but also reflects the social and political priorities of the jurisdiction (and its impact on the judicial workload) at a given point in time.

Conclusion

Topic modelling is a means of “distant” reading hundreds of judgements at once: it provides a bird’s eye view of judicial writing and thinking by aggregating and analysing large amounts of legal data. Topic modelling is a useful tool of text analysis that can provide deeper insight into both the judicial workload and its practice through identifying nuanced dimensions of a specific area of law, to common legal questions that arise in specific domains. While this article engaged in a comparative, exploratory analysis of judicial discourse through text analytics, its findings have ramifications for understanding judicial workloads, how judicial workloads evolve over time, and traditional legal taxonomies, and demonstrates the potential for computational analysis of law.

Topic modelling sheds light on the composition of judicial workloads. Through topic modelling, 18 primary areas of law that the courts predominantly deals with were identified in the UKSC, and 10 in the LKSC. While the workloads of the jurisdictions have similarities (e.g. rights, company, criminal, and constitutional law feature prominently in both jurisdictions), the UKSC’s focus on immigration, international law, and the EU is unique. Similarly, the LKSC workload included environmental law, and specific domains within administrative law and fundamental rights, such as state school admissions. This makes clear that while the Supreme Court is the highest court in each jurisdiction, and though the Courts have differing jurisdictions, the nature of the questions of law and its volume may also differ due to the socio-political context of each country.

Patterns in the judicial workload were also identifiable over time. Increasing focus on legislative competence (relating to devolution) and EU-related matters in the UKSC are observable patterns that indicate the shifting nature of the UKSC workload. It also reflects the shifting social and political priorities of that jurisdiction. Therefore, topic modelling can be useful to identify and analyze legal trends, and
possibly shifts in questions that arise in a specific area of law, for both lawyers as well as judges.

These findings have several implications that can aid organizational and training capacities within the administration of justice. First, it has the potential to assist in organizing and categorizing judgments based on underlying themes present in each case. Given that neither UK nor Sri Lankan apex court judgments are labelled with specific areas of law, topic modelling combined with other computational tools can aid in automatically classifying or categorizing judgments efficiently (see, for example, the work of Howe et al. (2019) and (Li et al., 2015)), allowing both judges and lawyers to access recently delivered judgments belonging to a specific area of law (e.g., land law) quickly. Second, topic modelling can be used to identify key judgments under each theme, which can make teaching and learning more efficient and effective. Third, the findings of this article demonstrate that not all areas of law come before the apex courts in equal measure. While further research is required, it is possible that the data would support a similar conclusion if this exercise is carried out with judgments of the lower courts. It may also be useful in instances where there are limited resources (including time), for example, in judicial or legal training programs. While it is important for both judges and lawyers to be skilled in tackling any question of law, limited resources can result in a need to prioritize the nature of training topics. Topic modelling can be used to identify key concepts that emerge frequently or are increasingly becoming prevalent, and target training towards such areas, and could be particularly useful to identify priority areas when designing continuing judicial education curricula and/or programs.

This article further sought to view the process of topic modelling beyond being a mere tool of NLP as suggested by Meeks and Weingart (2012). In addition to asking the questions of how these topics models provide insight into the judicial workload and how it may aid judicial processes, the article also examined what the subjective decisions taken to deploy the models reveal about the findings themselves. For instance, the models also contained generic topics which could not be meaningfully labelled as an area of law, presumably due to leaving in technical stop-words specific to legal language. At first blush, the generic topics seemingly do not aid analysis of the judicial workload. However, by leaving in such stop-words, an important aspect of judicial decision-making is highlighted: these are frequently used words in legal reasoning (e.g., “would” – when discussing outcomes of a case) and is a core aspect of judicial language. These are also words used to refer to specific evidence (e.g. “fact”, “question”) and its evaluation. Similarly, words like “may,” “must,” “could” are used to discuss both hypothetical circumstances (a staple in judicial judgments) and discretion (of the court and other actors). Therefore, while it is not thematic in a strict sense, it is reflective of an importance aspect of judicial power, and by extension, its workload, by highlighting the nature of judicial reasoning and how it is
represented through language. It is noted, however, that subjective decision-making in choosing to leave in technical stop-words, selecting the optimum no. of topics, and manually assigning a label to topics based on the author’s subjective evaluation, results in the author “impact(ing) the results of the study” (Yau et al., 2014, p. 775), which in turn, poses challenges to reproducibility.

Topic modelling also raises questions about how we perceive and categorize laws. For example, the heatmaps in Fig.14 and Fig.15 indicate how some judgments have varying degrees of probability of containing more than one topic. Similarly, in both jurisdictions, only one topic related strongly to criminal law, thus challenging the broader, more general division of judicial practice into “criminal” and “civil” law (which has influenced the design of the judicial hierarchy). Therefore, topic modelling allows us to reconceptualize how legal discourse is perceived in both legal education and judicial training, as the existing curricula envisions rigid demarcations of law (for example, “family law”, or “international law”). But in practice, laws often overlap when considering a single legal dispute. This finding lends credence to “a taxonomy of [legal] practice” (Carter et al., 2016, p. 1338) that could exist in reconceptualizing how judgments are categorized, and topic modelling could be an insightful tool in aiding this understanding.

The use of digital methods also raises questions about legal and data ethics as well. In the United Kingdom, where the judgment relates to a child, the name of the child is anonymized in the judgment. For example, in UKSC-2009-0075, the Judgment was titled “I (A Child)”. There is also a Practice Guidance issued by the President of the Family Division in 2018 which provides guidelines on removing personal and geographical indicators in judgments (as well as explicit descriptions of sexual abuse of children) (McFarlane, 2018). This practice is not followed consistently in Sri Lanka. While there have been a few instances of anonymization (for example, see S.C. Appeal 32/2020 delivered in October 2020), some judgments involving children still contain the name of the child (for example, see S.C. Appeal No. 89A/2009, S.C. Appeal No. 17/2013, and more recently S.C. Appeal No. 239/2017 (decided in 2022) where the name of the victim is not redacted or anonymized though they were under 16 years of age). Once such judgments are publicly uploaded to the LKSC website, this data gains an additional degree of visibility as it can be accessed, viewed, and analyzed by any person with digital access.

Finally, it is worth noting that deploying topic modelling in this manner demonstrates some of the difficulties a humanist would encounter when engaging with digital methods. To a degree, engaging in the digital humanities requires a certain awareness and familiarity with not only digital methodologies, but fundamentals of programming in order to navigate some of the technical challenges that might

20 For example, in Sri Lanka, the Courts of First Instance are divided into “criminal” and “civil” courts: the District Court handles the civil matters, and the High Courts are divided into “criminal” and “civil” as well.
arise when doing so. This makes a compelling case for introducing humanities students to computing for greater collaboration that provides new avenues to revisit traditional humanities questions, and to discuss the ethical dimensions of digital methodologies.
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